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@untries R (“Row”) and C (“Column”) are at war with each other. Country R’s

my can strike one (and only one) of three possible targets, cities 1, 2, and 3
in country C. Country C’s army can defend one (and only one) of the cities. If
country R strikes city m, then city m is destroyed if and only if it is undefended
by C. If R strikes city m and it is undefended (and hence destroyed), R receives a
payoff of v, > 0 while country C receives —v;,. If R strikes city m but does not
destroy it (because it is defended by C), both countries earn a payoff of 0. City 1
is most valuable to both countries and city 3 is the least valuable: vy > vy > v3.

(a) What are the strategies for the players (countries)? What is the payoff matrix
of this game? [15%]
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Let (p1, p2, p3; 91,92, q3) be a Nash equilibrium, where p; > 0,1 = 1,2,3, is the
probability that R attacks city i (so }_; p; = 1) and q; = 0 is the probability that C
defends city i (so }_; g; = 1).

(b) Show that the game does not have a pure-strategy Nash equilibrium. [15%)]
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(c) Fori = 1,2, prove thatif p; = 0 (thatis, R does not attack city i), then p; .y =0

(that is, R does not attack city i + 1 either). [20%)]
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(d) Use the previous result to show that there is no mixed Nash equilibrium in
which exactly cities 1 and 3 are attacked with positive probabilities; that is,
pl, p3 >0 with pl + p3 =1 is impossible. Also show that there is no mixed
Nash equilibrium in which exactly cities 2 and 3 are attacked with positive
probabilities (p2, p3 > 0 with p2 + p3 = 1 is impossible as well).

[15%]

Sirce 75 F;—”O‘ Ps =0 7'/\%@44/@@%

)

MINE <o lere pPs>0 at«c//>3>o, .éecam P.=0O

ancl /’93#0 which is a Coméﬁg//cj/om N

Simi/ar{y) i 5 pPr=0, p.=0 lonca

G - MSNE <5 H. Py = 0,/>L>O//>5>D
/s o cortrad, el n

N

Shoun

The results established so far imply that in any Nash equilibrium, either all three
cities are attacked with positive probabilities or only cities 1 and 2 are attacked
with positive probabilities.

(e) Characterize the conditions under which there is a Nash equilibrium in which

only cities 1 and 2 are attacked with positive probabilities (i.e., p1 , p2 > 0,
pl+p2=1).
[15%]
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(f)Characterize the conditions under which there is a Nash equilibrium in which
all cities are attacked (i.e., p 1, p2, p3 > 0).
[20%]
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4. Two firms produce the same product whose price in period t = 0,1,...,9 is
Pi(Qf) = 10 — t — Qs or 0, whichever is greater, where Q; is the total output in
period t. Note that the price can never be negative.

In each period, firm i either produces a quantity equal to its fixed capacity or
nothing. Once a firm exits, producing 0 at a given {, it cannot re-enter: it has to
produce 0 at all ' > . The firms have identical unit costs, ¢ = 0.99 per unit
produced, but different capacities: k1 = 4 and k> = 2, respectively. For instance,
if both firms operate at f = 0 then the price is 10 — 6 = 4; the firms’ revenues are
16 and 8, whereas their costs are 4c and 2c, respectively. The values of ¢, ky and k»
are commonly known. A firm’s profit in period { is simply the difference between
its revenue and cost in period f.

In each period, the firms decide individually and simultaneously whether to pro-
duce (at capacity) or exit for good; past actions are observable to both firms. Each
firm’s continuation payoff at f, which it maximizes at t, is the undiscounted sum
of its profits at and after t. There are no fixed costs; a firm that exits at { makes
zero profit at f and in every period thereafter.

(a) Describe precisely but succinctly the firms’ possible strategies. (You are not
required to list all strategies.) [15%]
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(b) Let t; denote the last period in which firm i makes a strictly positive profit
by producing its capacity provided the other firm is no longer operating.
Determine the values of t; and t> and explain what firm i's strategy specifies

in any subgame-perfect equilibrium (SPE) at every ¢ > f;. [15%]
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(c) Explain what firm 2's strategy specifies in any SPE in periods t = £} +1,....

Explain whether firm 2’s strategy in any SPE at t > {; + 1 is contingent on
firm 1’s behaviour observed before f. [15%]
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(d) What is firm 2’s best response at f = f; to firm 1’s action at t;? Find out what
each firm’s SPE strategy specifies at f = f;. [15%]
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(e) Complete the analysis of the unique SPE of the game for all { < t;. Describe
the SPE strategies precisely. [20%)]
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(f) Outline how the analysis in parts (b)-(d) changes if the firms’ unit cost is
c0 = 1.99. Do not complete the derivation of all subgame-perfect equilibria
in this case.

[20%]
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Hxplain carefully what is meant by an Evolutionarily Stable Strategy in a
Symmetric two-player game. [10%]
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(b) Determine which if any strategies are evolutionarily stable in the following

game:
L R

LlaalO0,c
Rlc0]|bb

where the row player’s payoff is listed first, 0 < b < aand 0 < ¢ < a. [20%]
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(c) Explain what is meant by the replicator dynamic in a symmetric game played
by a single population and discuss when it might predict the evolution of

play well. Write down the replicator dynamic for the game in the previous
part and discuss how play evolves under it. [20%)]
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(d) Now suppose that the game in part (b) is played by a finite population of
fixed size. Each player in the population plays either L or R. Each period
one of the players has the opportunity to revise their strategy, with all play-
ers equally likely to be chosen for this opportunity. With probability 1 — ¢ the
chosen player chooses a best reply to the distribution of strategies in the pop-
ulation, with probability ¢ she chooses each strategy with probability 1/2. If
¢ is small but positive, explain carefully how you would expect the system to

evolve in the long run.

Discuss whether these results help predict play in this game in an economic
context. [50%)]
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8. Alice and Bob play the following stage game; the analysis will involve its repeti-
tion over several periods.

Each player starts the stage game with a budget of 2 payoff units. Simultaneously,
each may either “enable” a donation to the other (action E) or not (action N). En-
abling a donation to the other reduces the player’'s own payoff by 1 and increases
the other’s payoff by 2; this is in addition to any change that the other’s action
may induce in their payoffs. Action N does not affect payoffs. Alice (but not Bob)
has a third option: instead of E and N she may play action D (“destroy”), which
makes both players lose everything they could have earned in the stage game -
that is, the stage-game payoff of each player is reset to zero.

(a) Write down the normal form of the stage game (hint: it is simply a 3x2 table)
and find all of its Nash equilibria.

[10%]
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(b) Derive (not just assert) each player's minmax payoff and plot the set of fea-
sible and individually rational payoffs of the stage game.
[15%]
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In what follows, assume that the stage game is repeated infinitely many times.
Players observe all past actions. Each player maximizes the discounted sum of
his or her stage-game payoffs using discount factor d 2 (0, 1).

(c) What are the lowest and highest sums of the players’ per-period payoffs that
can be sustained in a subgame-perfect equilibrium (SPE) of the infinitely-
repeated game for d close to 1?7 Explain.

[15%]
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(d) Construct a SPE for d sufficiently close to 1 such that both players choose E
in every period on the equilibrium path. What is the lowest d for which there
exists a SPE (not just the one you constructed) that induces (E, E) in every
period? Explain.

[20%]
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What is the lowest d for which there
exists a SPE (not just the one you constructed) that induces (E, E) in every
period? Explain.
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(e) Construct a SPE for d = 0.75 in which Alice plays N and Bob plays E in every
period on the equilibrium path.
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(f) What is the lowest d such that ( N, E ) in every period (on the equilibrium
path) can be sustained in some SPE of the infinitely-repeated game? Explain
whether this is different from the lowest d found in part (d), and why. [20%]
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